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Introduction 

Finding securities with gaps between price and value is the 

foundation of generating excess returns in active investment 

management.1 The difference between price and value, 

commonly called “variant perception” or “edge,” comes from 

having a substantiated view that diverges from what the market 

reflects.2 In theory, the size of an investment within a portfolio 

maximizes the benefit of edge while considering risk.  

This is all simple in principle but difficult in practice. One of the 

main challenges is discerning the gap between price and value. 

Price is the relatively easy part. Buying or selling securities incurs 

transaction costs, and the magnitude of those costs depends on 

factors such as the liquidity of the security.3 But price is 

transparent and investors can estimate market impact.  

Value is the hard part. This is because value is really “expected 

value,” which represents a range of potential payoffs with 

associated probabilities. Investing is an inherently probabilistic 

activity. The concept of expected value raises lots of issues that 

we will explore.  

One of the most challenging aspects of understanding expected 

value is that excess returns can be the product of high probability 

events with relatively low payoffs, or low probability events with 

relatively high payoffs.4 In other words, how often you are right is 

not all that matters. What is vital is how much money you make 

when you are right versus how much you lose when you are 

wrong.  

We have called this the “Babe Ruth effect.”5 Ruth is considered 

one of the greatest baseball players of all time and yet was the 

career leader in strikeouts, a measure of offensive failure, when 

he retired. At the same time, his slugging percentage, which 

assesses batting productivity, remains the highest in the history of 

Major League Baseball. What was good in his results more than 

offset what was bad. We will look at the frequency and magnitude 

of payoffs across asset classes. 
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Some markets have seen a shift in appetite from high probability, low payoff opportunities to low probability, high 

payoff ones. In betting on horse races, there has been a rise in “exotic” wagers, which can include several horses 

and multiple races, versus simple win, place, and show bets.6 In sports betting, parlay bets, also wagers on 

multiple outcomes, have grown relative to simple point spread or over/under bets.7 And there has been a surge 

in the trading of short-dated options in equity options markets.8  

In this report, we discuss some of the issues with the calculation of expected value, what the payoff picture 

means for investing, the implications of volatility drag, the psychology of dealing with probabilities and payoffs, 

and how these ideas can be helpful for investing in various asset classes.  

We focus on equities primarily but the thinking applies to credit and derivatives as well.  

What to Expect from Expected Value  

A calculation of expected value requires a quantification of potential payoffs and the probability of each payoff 

occurring. The sum of the probabilities must be 100 percent. The expected value is the sum of the product of 

each payoff and its associated probability (see exhibit 1 for a simplified example of the expected value of a drug).  

Exhibit 1: Expected Value Calculation of a Hypothetical Drug  

Scenario Probability Payoff Weighted value  Expected value 

Breakthrough 10% $2,500,000 $250,000 
 

 

Above average 20% $1,200,000 $240,000  

Average 40% $137,500 $55,000 $550,000 

Below average 20% $20,000 $4,000  

Dog 10% $10,000 $1,000  

 100%     

Source: Counterpoint Global based on David Kellogg and John M. Charnes, “Real Options Valuation for a Biotechnology 

Company,” Financial Analysts Journal, Vol. 56, No. 3, May/June 2000, 76-84. 

Expected value calculations span from the simple to the very complex. As Warren Buffett, chairman and chief 

executive officer of Berkshire Hathaway, has said, “Take the probability of loss times the amount of possible 

loss from the probability of gain times the amount of possible gain. That is what we’re trying to do. It’s imperfect, 

but that’s what it’s all about.”9  

Economists typically translate expected value into expected utility, an idea that Daniel Bernoulli, a 

mathematician, introduced in 1738. Utility is a measure of satisfaction and varies from person to person based 

on individual preferences. Most people exhibit risk aversion, meaning that the marginal utility of wealth 

diminishes as wealth increases.10 Expected value is a key concept in decision-making under uncertainty, but 

economists recognize that individuals make choices based on different utility functions, which lead to a range of 

preferences. 

Most teachers start their lessons about expected value using examples with set probabilities and payoffs. For 

instance, the expected value of the toss of a fair coin that pays $2 for heads and $1 for tails is $1.50 ([0.50 × $2] 

+ [0.50 × $1] = $1.50). But investing is vastly more complex than the toss of a coin, the roll of a die, or the turn 

of a playing card. The mindset carries over but the math does not. Overapplying these simple cases to the more 

complicated ones is called the “ludic fallacy”—ludus is Latin for game.11  
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Frank Knight, an economist, made this point by distinguishing between “risk” and “uncertainty.” With risk, 

according to Knight, “the distribution of the outcome in a group of instances is known.” This is not true with 

uncertainty “because the situation dealt with is in a high degree unique.”12 Risk includes the notion of harm 

whereas uncertainty need not reflect loss. Most of what investors deal with is Knightian uncertainty, although it 

is best to think of the ability to set probabilities and payoffs along a continuum from the obvious to the impossible. 

During a press briefing in 2002, Donald Rumsfeld, then U.S. Secretary of Defense, answered a question by 

distinguishing between “known knowns” (“things we know we know”), “known unknowns” (“we know there are 

things we do not know”), and “unknown unknowns” (“the ones we don’t know we don’t know”). He added that 

the unknown unknowns is the “category that tends to be the difficult one.”13  

Richard Zeckhauser, an economist and champion bridge player, writes, “The essence of effective investment is 

to select assets that will fare well when future states of the world become known.”14 He notes that the efficient 

market hypothesis posits that probabilities and payoffs are established and, as a result, smart investing is an 

exercise in optimization. 

The key to financial success when dealing with unknowns and ignorance, a good description of most investing, 

is the ability to assess probabilities and payoffs. Decision theory becomes more important than optimization. 

With these thoughts as background, we will take a closer look at payoffs and probabilities, the determinants of 

expected value.  

Payoffs. Payoffs reflect the future states of the world and can range from the very simple to the highly complex. 

A common mistake in decision-making is “overprecision,” a form of overconfidence that occurs when someone 

is too confident in their views and therefore fails to consider a sufficiently wide range of alternatives.15 Here are 

some points to keep in mind when assessing the likelihood that particular future states of the world will come to 

pass:   

• Consider the shape of the distribution of payoffs. Benoit Mandelbrot, a renowned mathematician, used 

the terms “mild” and “wild” to distinguish between the ranges of future states.16 Mild states can generally 

be captured with a normal, bell-shaped distribution. The distribution of the height of people, for instance, 

is mild, with the ratio between the tallest and shortest humans on record being five-to-one (left panel of 

exhibit 2). Statistical concepts such as mean (average) and standard deviation are useful in expressing 

mild states.  

Wild states are often power laws, where few very large outcomes have a disproportionate impact on the 

distribution.17 Examples include the distribution of wealth and city size (right panel of exhibit 2). As a case 

in point, the ratio between the population of the largest city (New York, New York) and the one-thousandth 

(Dekalb City, Illinois) in the U.S. is 205-to-1. Mean and standard deviation are not useful in expressing the 

outcomes of these systems. 
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Exhibit 2: Mild and Wild States: Human Height and City Size  

   

Source: Statistics Online Computational Resource Human Weight/Height Dataset and U.S. Census Bureau. 

Note: Height of 25,000 people; cities in the United States. 

Nassim Taleb, an author, popularized the idea of a “black swan,” which he defines as an event that is an 

outlier, is consequential, and that humans try to explain after the fact.18 Black swans are from the domain 

of unknown unknowns.  

Many outcomes that investors call black swans are really what he calls gray swans, or known unknowns. 

For example, a large and devastating earthquake would be an outlier and consequential. But geologists 

have a good sense of the distribution of earthquake magnitudes even if they do not know exactly when or 

where an earthquake will occur.  

The Stoics, ancient philosophers who believed in a life led well, advocated “premeditatio malorum”—the 

pre-meditation of evils. Seneca, a Stoic, wrote the following about adverse events that are unanticipated: 

“The fact that it was unforeseen has never failed to intensify a person’s grief. This is a reason for ensuring 

that nothing ever takes us by surprise.”19 The point is to prepare for all eventualities.  

• Be mindful of the “grand ah-whoom.”20 Phase transitions, where small changes in a cause lead to large 

effects, are pervasive in complex systems such as businesses and markets. Think of cooling water that 

starts at a temperature just above freezing. As the temperature drops below the point of freezing—ah-

whoom—the liquid turns into a solid. A modest change has a large impact. 

Jay Forrester, a professor at Massachusetts Institute of Technology who taught system dynamics, 

developed the beer game to illustrate how small decisions can amplify into big effects. There are four 

teams (manufacturer, distributor, supplier, and retailer) and assumed lags between when the orders are 

received and when the beer is delivered. The goal is to meet consumer demand while minimizing back 

orders and inventory.  

Bullwhip effects, where relatively small distortions in demand create inefficiency throughout the supply 

chain, commonly emerge from playing the game. Bullwhip effects occurred in multiple supply chains during 

and following the COVID-19 pandemic. One widely discussed case was toilet paper: an initial spike in 

consumer purchases caused retailers to order much more product, which signaled high demand to 
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manufacturers who then ramped production. Demand then normalized, which led to oversupply at 

warehouses, distribution centers, and stores. That, in turn, led to lower retailer orders.  

Markets also have phase transitions when there is a diversity breakdown. Investors with diverse 

approaches interacting with one another generally produce accurate asset prices, as the wisdom of 

crowds predicts.21 But from time to time, diversity breaks down and the beliefs of investors align, resulting 

in booms or busts.  

The essential insight is that the trend in the asset price remains in place even as diversity declines and 

fragility rises. It is only at a critical point that there is a strong reversal—the bubble pops—and diversity is 

restored. Here again, a small change in the state of the system leads to a large effect on the system.   

• Control and reversibility. Because payoffs reflect future states of the world, it is important to understand 

when the payoffs are expected to happen (time horizon), whether the decision-maker can alter the payoffs 

(control), and if the investment can be exited at an acceptable cost (reversibility).22 Reversibility is closely 

tied to liquidity, the cost of turning cash into an asset or an asset into cash. That cost is low in liquid 

markets and high in illiquid markets. 

To illustrate, consider the differences between an investment made by a company and one made by an 

equity investor. Investments by companies such as building a data center or acquiring another company 

tend to be long-term because the cost of reversal is high. Offsetting that illiquidity is some control over the 

potential payoffs. Companies can act if the potential payoffs appear to be following an unsatisfactory path, 

including tweaking a product offering, changing the pricing, refining the marketing strategy, or replacing 

the managers in charge of the business.  

Public equity investors have much more liquidity but commonly have limited control over payoffs. Note 

that even activist investors, who seek to improve the payoffs by promoting change at the companies they 

invest in, often need to have a sizeable stake in the company to establish credibility. More control requires 

less reversibility.  

•  Asymmetric payoffs. Fundamental investors commonly seek opportunities where the magnitude of 

payoffs on the downside are smaller than those on the upside. In other words, there are more potential 

gains than losses (naturally, the probability of the payoffs is also crucial). In some cases, certain measures 

of valuation may suggest a limit to downside payoffs. These include cash balances, tangible book value, 

and free cash flow yield.  

While our focus is on equities, the upside payoffs are generally capped for bonds. The upside payoff for 

a straight bond held to maturity is the present value of coupon payments plus the return of principal. For 

this reason, equity investors tend to focus on upside payoffs and bond investors are inclined to dwell on 

the avoidance of loss. This is why Benjamin Graham and David Dodd, authors of Security Analysis, called 

bond selection “primarily a negative art.”23   

Daniel Kahneman and Amos Tversky, professors of psychology, developed “prospect theory” in part as 

an effort to explain the observation that people suffer more from losses than they enjoy gains of 

comparable size, leading to “loss aversion.” 24 Relative to a reference point, people tend to be risk-averse 

in the realm of gains and risk-seeking in the realm of losses (see exhibit 3). Empirical data back the point 

that prospect theory explains investor behavior better than classic expected utility theory does.25  
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Exhibit 3: Kinked Utility Function As Described By Prospect Theory 

 
Source: Counterpoint Global based on Daniel Kahneman and Amos Tversky, “Prospect Theory: An Analysis of Decision 

under Risk,” Econometrica, Vol. 47, No. 2, March 1979, 263-292. 

Note: Assumes utility of wealth equals the log of wealth, U(w) = ln(w), and a loss aversion coefficient of 2.0. 

There are categories of investments where the payoffs have a low probability of a large positive or negative 

outcome. Specifically, investors can buy investments with characteristics similar to a lottery (lose a little 

and potentially make a lot) or sell those similar to insurance (make a little and potentially lose a lot).   

Research shows that investors commonly overprice stocks with lottery characteristics because they 

overweight the probability of a high payoff.26 Some financial economists have concluded that it is better to 

sell, rather than buy, investments with lottery- and insurance-type payoffs.27  

This thinking can be expanded from individual opportunities to investment strategies. Selling investments 

with lottery or insurance payoffs means making a little money most days and losing lots of money from 

time to time (blowup). Buying investments with lottery payoffs means losing a little money most days and 

making lots of money every now and then (bleed).  

Nassim Taleb believes in the bleed strategy and argues that extreme outcomes are underpriced. But he 

concedes that a financial firm may prefer to make money steadily even at the risk of a blowup.28 An 

example is Long-Term Capital Management, a hedge fund, which had returns well in excess of the market 

from 1993 to early 1998 but then plummeted. 

• Internal versus external factors. When considering payoffs and probabilities for the stock of a company, 

investors commonly and appropriately focus primarily on the drivers of value for that firm. For example, 

an analyst may consider different scenarios for measures of corporate performance such as sales growth 

and operating profit margins and estimate the payoff per share for each scenario.  

One of the most important findings in finance is that changes in stock market prices are greater than what 

is justified by changes in fundamentals.29 A pair of academic papers looked at the largest moves in the 
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S&P 500, an index of about 500 of the largest stocks in the U.S., from 1941 to 2012 and then examined 

the explanations offered by the business press after the fact.30  

They found that external shocks, generally related to international relations or political developments, 

could explain some of the moves. Call these exogenous risks. But more strikingly, a large percentage of 

the big moves did not seem to have a corresponding causal event but rather seemed to have come from 

within the system. The authors of one of the studies wrote, “On most of the sizable return days, however, 

the information that the press cites as the cause of the market move is not particularly important. Press 

reports on subsequent days also fail to reveal any convincing accounts of why future profits or discount 

rates might have changed.”31 Call these internal, or endogenous, risks.32  

As we saw with ah-whoom moments, large scale changes can occur from within the system without an 

obvious external cause. This empirical reality is worth considering when assessing payoffs. 

Probabilities. Philosophers, statisticians, and mathematicians have debated the meaning of probability for 

centuries. Some have argued that probability is a subjective assessment that fails to reflect a real quantity, and 

hence does not really exist.33 That said, it is useful to consider probabilities in evaluating opportunities. Here are 

some points to keep in mind when assessing the likelihood that particular future states of the world will come to 

pass:   

• Methods to set probabilities. There are broadly three approaches to setting probabilities: frequentist, 

propensity, and degrees of belief (subjective).34 These camps do not always see eye to eye.35  

The frequentist sets probabilities based on a large sample of outcomes for a particular reference class. 

The likelihood of a six appearing with the roll of a die is one-in-six based on a huge number of observations 

of die rolls.  

The propensity approach judges probability based on the properties of the object under consideration. 

The probability of rolling a six is 16.7 percent, reflecting the physical nature of a die as a perfect cube. 

Degrees of belief measures the subjective probability an individual assigns to an outcome. This probability 

can be quantified through an analyst’s willingness to bet.36 An analyst who believes the likelihood of rolling 

a 6 is 16.7 percent and is neutral to risk would be indifferent between doing nothing and betting $1 on 

rolling a 6 if the payoff was $6 ($1 = .167 × $6). Investment analysts deal mostly with subjective 

probabilities. An initial degree of belief is called a “prior.” The prior that a die will show a six is based on a 

person’s assessment before any new information is revealed.  

One sensible approach for investors is to use base rates as a way to inform prior probabilities and then 

update those probabilities as additional information becomes available. A base rate reflects the 

probabilities and payoffs for a specific reference class. To illustrate, exhibit 4 shows the distribution of 

three-year compound annual growth rates of sales for U.S. companies over the past 63 years.  
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Exhibit 4: Three-Year Compound Annual Sales Growth Rates for U.S. Companies, 1962-2024 

 
Source: FactSet, Compustat, and Counterpoint Global.  

Note: Companies listed on the New York Stock Exchange, NASDAQ, and NYSE American stock exchanges, with a minimum 

$1 million of sales in 1962 dollars; nominal growth; CAGR=compound annual growth rate. 

One essential point is that probabilities and payoffs are dynamic. That means that new information will 

justify a revision in prior probabilities. The formal way to do this is with Bayes’ Theorem, which tells you 

the probability that a prior belief is true conditional on some event happening. While the math is useful, 

what is more important is an openness to updating your views.37  

Research suggests that confirmation bias, the tendency to dismiss, discount, or disavow new information 

in favor of a prior view, can impede proper updating.38 It helps to think like a “fox”—one who knows a little 

about a lot—rather than a “hedgehog”—one who knows one big thing. Foxes update their views more 

readily than do hedgehogs, who prefer to fit the facts to their worldview.39 

Investors deal mostly with subjective probabilities. These are useful if set carefully and revised 

appropriately. But there is an additional layer of nuance: confidence in probability.  

• Confidence in probability. Probability and confidence are distinct concepts that often get combined, 

unwittingly, in investment analysis. You can think of probability as an estimate of the chances of a payoff 

and confidence as “the degree to which an analyst believes that he or she possesses a sound basis for 

assessing uncertainty.”40 Psychologists call the probability assigned to a payoff “first order uncertainty.” A 

reasonable range of probabilities for first order uncertainty is called “second order uncertainty.” It reflects 

uncertainty about an uncertain payoff. 

Jeffrey Friedman, a professor of government, and Richard Zeckhauser describe three dimensions to 

confidence: reliability of available evidence, range of reasonable opinion, and responsiveness to new 

information.  

Reliability of available evidence answers the question, “Can I defend this estimate with a substantial 

amount of information?” A large amount of relevant knowledge provides a sound basis for assessing risk 
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and uncertainty. Fact and opinion are both important in investing. This dimension focuses on fact, which 

should carry more weight than opinion in assessing confidence.  

Range of reasonable opinion addresses the query, “Might reasonable people give substantially different 

answers to this question?” This comes into play whenever an analyst is considering probabilities and 

payoffs that relate to a complex adaptive system, where inputs and outputs are not linked linearly.  

Complex adaptive systems describe a network of adaptive agents that interact with one another creating 

a system that is emergent. In these cases, analysis of the underlying agents does not predict outcomes.41 

Prominent examples include climate systems, stock markets, and the economy. This is why the accuracy 

of forecasts in these domains tends to be poor. 

Responsiveness to new information reflects on the question, “Is my view likely to change substantially if I 

study the subject further?” The answer is based on how firmly an analyst holds a prior view and whether 

the benefit of new information is worth the cost and time to access it. This introduces the constraints of 

resources and time. Responsiveness to new information compels the decision-maker to think about the 

cost and benefit of pursuing additional information. 

Confidence in probabilities can be important when making investment decisions. For instance, two 

opportunities may have the same discount to expected value, but the confidence in the probabilities for 

one may exceed that of the other. That insight may be important for position sizing within a portfolio or for 

risk assessment.  

Words to probability. A perceived variant perception motivates most investment decisions based on 

fundamentals. The challenge is that the articulation of the variant perception relies too often on vague 

words rather than numerical probabilities. Phrases such as “we believe,” “the chance is good,” and “there 

is a real possibility” are examples of this type of communication. A better approach is to quantify the variant 

perception.42 

There are at least two problems with using words instead of probabilities. The first is that people assign 

different probabilities to the same word or phrase. This introduces the potential for miscommunication. 

Exhibit 5 shows some of the results of a survey of more than 3,000 respondents who were presented with 

words or phrases, in random order, and asked to assign probabilities to each.  

While some words translate into consistent probabilities, the variation is huge in other cases. For example, 

the term “might happen” evoked a range between 10 and 70 percent (setting aside the lowest and highest 

5 percent of the responses). The cognate words and phrases of “possible” are particularly nettlesome as 

they are interpreted to express a wide range of probabilities.43   

The second problem is that using words can allow an investor to skirt accountability when he or she is 

wrong. The ambiguity in words provides an investor the opportunity to craft a narrative that explains the 

wrong judgment. Examples include the close call (“I was almost right”), bad timing (“my prediction will be 

right but the timing was off”), and the unexpected (“an unforeseen event messed up my forecast”). We tell 

stories to ourselves and others to paper over our poor predictions. Barbara Mellers, a professor of 

psychology at the University of Pennsylvania, says, “We find prediction really hard, but we find explanation 

fairly easy.”44 
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Exhibit 5: How Words or Phrases Are Interpreted as Probabilities 

 
Source: Counterpoint Global and www.probabilitysurvey.com. 

• Feedback and calibration. Skill acquisition requires timely and accurate feedback. You need to know 

where and how you were wrong to improve on the next try. The challenge with investing and business is 

that the feedback can be noisy and come with a lag. This impedes learning. 

In decision-making, calibration measures the degree to which someone’s subjective assessment, a 

measure of confidence, aligns with how often they are correct. Exhibit 6 shows a classic example: 

thousands of participants answered 50 true-false questions and indicated their confidence in their 

response for each. The exhibit shows that the confidence of the participants exceeds their correctness in 

the aggregate. For example, when they are 100 percent sure they know the answer, participants are 

correct only 77 percent of the time. Psychologists have replicated this finding many times.   

Note that being well-calibrated does not mean knowing the answer to each question. It is about being as 

close as possible to the 45-degree angle line between confidence and being correct. Excellent calibration 

comes from knowing what you know and knowing what you do not know.45  

The question is whether feedback helps improve calibration. The answer is yes.46 In one study, 

researchers asked forecasters to make predictions about meteorological data, such as wind speed, 

visibility, and precipitation, and measured their calibration. Consistent with the results in exhibit 6, the 

confidence in the forecasts exceeded the correctness. But after receiving extensive feedback, the 

forecasters improved their calibration the next year, with their results falling closer to the diagonal line.47 
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We noted that feedback in investing and business is impeded by noise and lag time between forecast and 

outcome. The way to deal with noise is to keep score using probabilities instead of words. The way to deal 

with the lag time is to break down a thesis into subcomponents that are relevant over shorter time horizons.  

A variant perception, or investment thesis, can almost always be distilled into outcomes that are objective, 

within a specific time horizon, and occur with an estimated probability. (“The company will divest division 

X for $1 billion or more by the end of the year with an 80 percent probability.”) These three ingredients 

allow you to score the quality of a forecast. The appendix discusses the Brier score, a common way to 

measure forecasting accuracy. 

We have found that asking investors to assign probabilities to payoffs with the intention of keeping score 

prompts useful introspection. Documenting decisions also allows for an audit of the investment process. 

Some investments do well even when the thesis is wrong (bad process, good outcome) and others do 

poorly when the thesis is solid (good process, bad outcome). Feedback and calibration help improve the 

process, which is the best way to increase the chances of satisfactory outcomes over time.48    

Exhibit 6: Participants Are Overconfident on Average in Probability Assessments 

 
Source: www.confidence.success-equation.com. 

Best practices. Now that we have discussed considerations surrounding the setting of payoffs and probabilities, 

we touch on some best practices for translating these ideas into action.  

• Use base rates. When modeling expected corporate results, investors commonly gather lots of 

information (e.g., financial filings, communication with management, sell-side research, company financial 

guidance, surveys, expert calls), which they combine with their own experience and judgment, and project 

into the future.49 This practice introduces a number of potential biases, including confirmation, 

overconfidence, recency, and availability.50  

Integrating base rates overcomes some of the limitations of this approach. Rather than considering each 

problem as unique, the base rate considers the results of a relevant reference class. Instead of asking, 

“what do I think will happen?” the base rate approach asks, “what happened when others were in this 
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situation before?” Psychologists have shown that decision-makers often neglect base rates and that 

combining a subjective assessment and the base rate improves the quality of forecasts.51 

One hurdle in thinking this way is that we are much more drawn to stories than we are to statistics.52 

Experiments show that the impact on beliefs fades much slower for stories than it does for statistics.53 We 

are more likely to remember and believe a story than a statistic.  

The main challenge in applying base rates effectively is identifying an appropriate reference class. There 

are specific steps in the process, although it remains a combination of science and art.54 Investors 

commonly neglect base rates because they are not readily available. But financial results for companies 

is one area where it is practical to use base rates.  

Forecasts of sales growth, generally the most important driver of shareholder value, are a good illustration, 

as we saw in exhibit 4. The distribution of sales growth rates for a population of companies is reasonably 

stable. As a result, there is value in considering sales growth expectations relative to past experience, and 

academics have developed approaches to creating robust reference classes.55 

Base rates are beneficial, but it is important to keep in mind that they are often dynamic distributions rather 

than fixed facts. Warren Buffett, in his 2001 letter to shareholders, distinguishes between experience and 

exposure.56 Experience is reflected in base rates while exposure considers the possibility of something 

that has never happened before. Buffett’s comment was in the context of the insurance industry prior to 

the terrorist attacks in the U.S. in 2001. The industry had no experience in attacks on this scale but did 

have exposure. 

This is important for investors. Understanding potential adverse payoffs is essential. But appreciating 

potential upside payoffs is relevant as well. Indeed, our research suggests that the rise of investments in 

internally-generated intangible assets has fattened the tails of the distribution of sales growth: some 

companies are growing faster, and others shrinking faster, than companies have in the past.57   

• Sensitivity and simulation. Investors and businesses often create payoffs and probabilities in the form 

of basic “bull,” “bear,” and “base” cases. Consistent with overprecision, the range of payoffs is often too 

narrow and the probabilities are set simplistically.58 Further, analysts produce sensitivity analysis that fails 

to capture the essential interactions between the drivers of business performance.  

Our recommendation is to use the expectations infrastructure (exhibit 7), which creates a mapping of the 

interactions between the value triggers—sales, operating costs, and investments—and the ultimate 

operating value drivers. The crucial point is that the elasticity of operating profit to changes in sales differs 

a great deal by industry and company. As a result, analyst earnings forecasts can be very inaccurate, 

especially in the case of declining sales.59 

A further suggestion is to use more than three scenarios. Additional complexity does have a cost but we 

would argue that the insight gleaned from considering, say, five scenarios is a worthwhile trade-off. The 

main benefit is offsetting the risk of overprecision. Thoughtful use of Monte Carlo methods, a form of 

simulation that produces payoffs based on draws from a distribution, can also lead to a deeper 

appreciation of potential probabilities and payoffs.60 
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Exhibit 7: The Expectations Infrastructure  

 
Source: Michael J. Mauboussin and Alfred Rappaport, Expectations Investing: Reading Stock Prices for Better Returns—

Revised and Updated (New York: Columbia Business School Publishing, 2021), 46. 

• Margin of safety. Ben Graham, the father of security analysis, suggested that the secret of sound 

investment could be distilled into three words, “MARGIN OF SAFETY” (capitalization original).61 Margin 

of safety is the difference between value and price, and the point is that you want to have a sufficient gap 

to improve the odds of generating excess returns as that gap narrows as well as to compensate for 

“miscalculations” in analysis or “worse than average luck.”62 

Expected value is the best way to think about value. Graham allowed that even investments with an 

attractive margin of safety only improve the chances of a profit but do not eliminate the possibility of a 

loss. For this reason, Graham suggested that portfolio diversification is the “companion” to the principle of 

margin of safety, reckoning that the more investments that have attractive gaps between value and price 

the more likely that the overall portfolio will fare well. 

Now that we have discussed some of the issues surrounding how to think about, and calculate, the inputs to 

expected value we turn our attention to how these ideas apply under different considerations. 
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Expected Value and Decisions 

The process of estimating expected value through payoffs and probabilities provides a way to quantify variant 

perception, or edge, and compels useful thought and analysis. The next question is how to translate that work 

into action. 

Harry Markowitz, an economist and recipient of the Nobel Prize in Economics, came up with one answer to this 

based on mean/variance optimization.63 The idea, which fits with intuition and experience, is that risk and reward 

are related in a linear fashion. The security market line (exhibit 8) shows this visually. The return is the mean, or 

average, arithmetic return from an asset or portfolio. The risk is variance, a measure of how far points on the 

distribution are spread from the average.  

Exhibit 8: The Security Market Line  

 
Source: Counterpoint Global.  

Markowitz’s basic point is that an investor who cares about risk will seek the highest return for a given level of 

risk or the lowest risk for a particular level of return. For example, if two portfolios have the same return but one 

has lower risk than the other, the investor will select the portfolio with the lower risk. Markowitz showed that the 

portfolios with the best risk and reward characteristics fall along the “efficient frontier.”   

In theory there is no universally optimal portfolio because investors differ in their preferences. But portfolios that 

fall at a distance from the efficient frontier are suboptimal. Mean/variance optimization is useful because you 

can find an appropriate portfolio if you know your appetite for risk. Modern portfolio theory holds that the “market 

portfolio,” the market-weighted value of all investable assets, is mean/variance optimal. 

An essential point is that mean/variance optimization generally assumes you are deciding based on one period. 

But the approach is different if you consider multiple time periods and your goal is to maximize the likelihood 

that you will have the most money at a date far in the future.  
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This insight came from John Kelly, a physicist who used information theory to develop a strategy for optimal 

betting over the long term.64 Kelly noted that if a gambler made one bet of one dollar per week but could not 

reinvest his winnings, he should maximize expected value. This is Markowitz.  

But the math changes if the winnings are reinvested from one period to the next. Instead of seeking the outcome 

with the best arithmetic mean, the objective is to find the opportunity with the highest geometric mean. This is 

called the Kelly criterion, or Kelly strategy. In this case, subjective preference does not determine risk. Rather, 

there is a knowable amount of risk that provides the best results in the long run.  

The arithmetic mean is the sum of the values divided by the number of values. For example, the annual arithmetic 

mean return for the S&P 500 was 11.9 percent for the 20 years ended in 2024. 

The geometric mean return represents the average rate of return per period, accounting for compounding. For 

the 20 years ending in 2024, the annual geometric mean return for the S&P 500 was 10.4 percent. 

The difference between the arithmetic mean, a simple average, and the geometric mean arises from the 

variance, or volatility, in returns. If there is no volatility in the returns, the arithmetic and geometric means are 

equal. However, as volatility increases, the arithmetic mean will always be higher than the geometric mean 

because of the compounding effect of positive and negative returns. 

An illustration can help demonstrate the difference between mean/variance optimization and geometric mean 

maximization. We draw this example from Fortune’s Formula, a wonderful book by William Poundstone that tells 

the story of Kelly’s research and its implications.  

Exhibit 9 shows the probabilities and payoffs for three investment opportunities. Poundstone suggests thinking 

of them as wheels of fortune, each with six outcomes, that you spin to determine your outcome.  

Exhibit 9: Probability and Payoffs for Three Opportunities  

 A  B  C 

 Probability Payoff  Probability Payoff  Probability Payoff 

 50% $1.00   50% $2.00   50% $3.00  

 50% $2.00   17% $0.00   50% $0.50  

    17% $1.00     

    17% $3.00     

         
         
Arithmetic mean  $1.50    $1.67    $1.75  

Variance  $0.30    $1.07    $1.88  
         

Geometric mean  $1.41    $0.00    $1.22  

Source: William Poundstone, Fortune’s Formula: The Untold Story of the Scientific Betting System That Beat the Casinos 

and Wall Street (New York: Hill and Wang, 2005), 198. 

The probabilities and payoffs allow us to calculate the arithmetic and geometric means. We can see that of the 

three opportunities, the expected value, or arithmetic mean, is lowest for A, in the middle for B, and the highest 

for C. If you bet the same amount every time you should maximize expected value. Markowitz would say that 

the best choice is a function of an individual’s preference. But opportunity C is the most attractive, all else being 

equal. 
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If your profits or losses in the prior period are reinvested into your bankroll, you should use the Kelly criterion 

and maximize the geometric mean. In this case, A is the most attractive opportunity and C is second best. To 

make this conclusion vivid, Poundstone calculates that a person who starts with $1, bets weekly for a year, and 

reinvests profits, would see the bankroll grow to roughly $67 million with opportunity A (the geometric mean 

multiplier, G, is a measure of the rate of growth of a variable over multiple periods, and equals √1 x 2 = 1.41, 

and $1.4152 = $67,108,864) and to about $38,000 with opportunity C (G = √3 x 0.5 = 1.22, and $1.2252 = 

$37,877). These results are not assured because of normal variance. But A will beat C every time given enough 

trials.65  

Opportunity B has a positive expected value but a geometric mean of zero. This is the financial version of 

Russian roulette.66 You will lose all of your bankroll with this strategy given a sufficient number of trials because 

one of the payoffs is nil. The lesson is that some strategies with positive expected value can still result in financial 

disaster, especially since real probabilities and payoffs are more opaque than those in this illustration.67 

One way to think about this is that mean/variance optimization (Markowitz) focuses on diversification at a point 

in time and geometric mean maximization (Kelly) considers diversification over time.68 Markowitz was fully aware 

of Kelly and related research and wrote favorably about it.69  

Ergodicity economics, a field led by Ole Peters, a physicist, provides another way to think about this issue.70 A 

process is ergodic if the ensemble average and the time average are the same. For instance, imagine 100 

people flipping a fair coin simultaneously and recording the outcomes (ensemble). Now imagine flipping a fair 

coin 100 times in a row (time average). This process is ergodic because the expected outcomes are the same.  

Consider that you pay $1 for the flip of a fair coin that pays $1.10 when it comes up heads and costs $1 when it 

comes up tails. This game has a positive expected value of $0.05 per dollar played ([0.50 × $1.10] + [0.50 ×        

-$1.00] = $0.05), which leads to expected wealth of $1.05 [$1.00 + $0.05 = $1.05]. 

Assume that 100 people, each with $1, play simultaneously. Half will end up with $2.10 and the other half zero. 

This game has a positive expected value of $5.00 in the aggregate [100 x $0.05 = $5.00], and the expected 

wealth for the group is $105 ([50 × $2.10] + [50 × 0] = $105).  

Now you alone start with $100 and play the game 100 times in a row. You will also see results split roughly 

evenly between heads and tails, and your expected wealth is the same at $105.  

Exhibit 10 shows 100 runs of this game along with the median outcome (the average is virtually identical). This 

game is ergodic because the payoffs are arithmetic. The expected outcomes of the ensemble and time averages 

are the same and continue to converge as the number of rounds increase. 

 

 

 

 

 

 



   
 

 

© 2025 Morgan Stanley. All rights reserved. 4236776 Exp. 2/28/2026 17 
 

Exhibit 10: Median Wealth Change in an Ergodic Game  

 

Source: Counterpoint Global. 

Let us now consider a process that Ole Peters uses to illustrate a non-ergodic process. You flip a fair coin that 

increases wealth 50 percent when it comes up heads and decreases it 40 percent when it comes up tails. If you 

play with $1, the game also has an expected value of $0.05 ([0.50 × $0.50] + [0.50 × -$0.40] = $0.05) and 

expected wealth of $1.05 ([0.50 × $1.50] + [0.50 × $0.60] = $1.05). 

Again we assume that 100 people, each starting with $1, play the game at the same time. About one-half of the 

ensemble will land on heads and end up with $75 [$50 + (50 × $0.50) = $75], and the other half on tails and end 

up with $30 [$50 + (50 × -$0.40) = $30]. The expected wealth of the ensemble is $105 [$75 + $30 = $105]. 

But the experience of one person playing 100 rounds is very different because the geometric mean multiplier is 

less than 1 (√1.5 x 0.6  ≈ 0.95). Exhibit 11 shows that the median wealth goes down as this game is played over 

time. The average wealth also declines in the long run. The process is non-ergodic because the payoffs are 

multiplicative. The ensemble and time averages are totally different.  

Exhibit 11: Median Wealth Change in a Non-Ergodic Game  

 

Source: Counterpoint Global based on Ole Peters. 

75

80

85

90

95

100

105

110

115

120

125

130

0 10 20 30 40 50 60 70 80 90 100

L
o
g

 W
e

a
lt
h

 (
$

)

Rounds

1

10

100

1,000

10,000

100,000

1,000,000

0 10 20 30 40 50 60 70 80 90 100

L
o
g
 W

e
a
lt
h
 (

$
)

Rounds



   
 

 

© 2025 Morgan Stanley. All rights reserved. 4236776 Exp. 2/28/2026 18 
 

Experience tells us that the investment returns for the stock market and portfolios of stocks are non-ergodic. 

Capital accumulation is a multiplicative process, which means that understanding geometric averages, risk 

management, and portfolio construction are all essential for compounding wealth.  

That life outcomes are non-ergodic also helps explain the value of buying insurance.71 A personal setback such 

as losing a home to a fire or a costly medical treatment can substantially damage an individual’s wealth and 

wealth trajectory. Insurance improves the time average growth rate for the insured because the reduction in 

wealth from paying premiums is more than offset by the prevention of financial disaster. Insurance is attractive 

from the insurer’s point of view because spreading risk among a population makes ensemble averages relevant.  

The Kelly criterion makes clear the importance of thinking about geometric means when investing. But it provides 

two additional lessons for investors, even for those who do not apply the criterion formally. 

Pretend that you can participate in a game with a biased coin where heads show up 60 percent of the time. The 

payoffs are even money, which means if you bet $1 and win you get another $1, and if you are wrong you lose 

your $1. You start with a $25 bankroll and can wager any amount of your available bankroll for each round. What 

betting strategy will allow you to achieve the highest probability of the most money after 100 rounds?  

Victor Haghani and Richard Dewey, professional investors, presented this game to 61 participants, including 

college students studying finance and young professionals at financial firms. Haghani and Dewey promised to 

pay them their final balance in cash (capped at $250).72 The participants played 119 rounds on average, and 

heads turned up 59.6 percent of the time.  

Their exercise showed that this group did not know how to approach the problem even though the probabilities 

and payoffs were set. About one-third of the participants lost money and an astounding 28 percent went bust. 

Twenty one percent earned the maximum amount, which means about half of the players earned an amount 

below the maximum but above zero. The average ending bankroll was $75.  

The Kelly criterion provides an optimal way to engage in this game. Betting nothing makes no sense because 

the proposition has a positive expected value of $0.20 for every dollar bet on heads ([0.60 × $1] + [0.40 × -$1] = 

$0.20). But betting it all is also foolish because you lose the entirety of your money if tails appears.  

We can present the Kelly criterion multiple ways, but a common approach to calculate the fraction of the bankroll 

to bet, f, is as follows: 

f =  
Edge

Odds
 

Edge is the expected value of the proposition, or $0.20 in this case. Odds is how much you win if you win, which 

is $1.00. So Kelly says the optimal bet size is 20 percent of your bankroll.73  

The equation highlights the first lesson, which is never bet when you do not have an edge. If edge is zero, f is 

zero. In other words, generating excess returns requires having a well-grounded view that is different than what 

the market has priced into an asset. This is consistent with seeking opportunities where the expected value is 

different than the price, as well as ensuring a margin of safety. A corollary is that more attractive investment 

opportunities should be larger positions in a portfolio than less attractive ones.  

What happens if you select a strategy other than what Kelly prescribes? Exhibit 12 shows the results of 1,000 

simulations of various proportional betting strategies over 100 rounds. The x-axis is the proportion of the bankroll 

bet in each round and the y-axis is the median multiple of the initial bankroll after all of the rounds.  
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Exhibit 12: The Kelly Criterion Reveals the Optimal Betting Strategy  

 
Source: Counterpoint Global. 

The chart shows that 20 percent is the proportional bet size that leads to the greatest wealth and that betting too 

little fails to take advantage of the available edge.  

But the other crucial lesson from the Kelly criterion is that it is possible to wager too much. Beyond a certain 

point bigger bets lead to less, not more, return. Several studies suggest that some of the largest failures of hedge 

funds in history were the consequence of overbetting.74     

A handful of academics have claimed that some of the best investors of all time, including John Maynard Keynes, 

Warren Buffett, George Soros, and Edward Thorp, employed a version of the Kelly criterion.75 Thorp, trained as 

a mathematician, is among the most articulate and successful users of the Kelly criterion. He developed a system 

of card counting in blackjack, a casino game, that allowed players to know when the odds were in their favor. 

He then paired the edge gained from his approach with the Kelly criterion to optimize potential winnings.76  

Thorp also successfully applied the Kelly criterion to the stock market. In November 1969, Thorp co-founded a 

hedge fund that was eventually called Princeton Newport Partners. From the time of its founding through May 

1998, the fund produced a compound annual return of approximately 20 percent, a standard deviation of just 6 

percent, and a correlation with the stock market of near zero.77  

The Kelly criterion undoubtedly offers valuable lessons that some investors have used successfully. But the 

approach has had plenty of vocal critics as well.78 Some of the concerns include the following: 

• Large estimation risk. Our simple examples assume that we know the probabilities and payoffs and can 

confidently calculate arithmetic and geometric means. The ability to forecast distributions in the real world 

falls on a continuum. A Kelly strategy is difficult to use without reliable inputs. 

• High volatility. A full allocation prescribed by Kelly, even in simple games such as the biased coin, can 

result in a wild ride of volatility to the point of terminal wealth. That volatility deters investors, and those 

who rely on those investors as agents, from staying the course. Practitioners commonly use fractional 

Kelly allocations to dampen that volatility. 

• The long run. A Kelly system offers the highest probability of the most wealth in the long run. But some 

individuals may need access to funds in the near term and therefore are unable to invest for the long haul. 

As a result, fluctuations in the short term can blunt the benefits of compounding in the long term.  
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• Dynamic opportunity set. The system assumes the investment probabilities and payoffs are relatively 

constant and that the opportunity set is sufficient to support a growing asset base. It is harder to apply the 

system when investment payoffs and opportunities are in flux.  

• Portfolio construction. The Kelly criterion is effective for a single, repeated opportunity. But the 

application is vastly more complex for portfolios with a mix of opportunities. Optimizing for Kelly while 

constructing a portfolio with multiple assets and varying degrees of correlation is a challenge. 

• Some chance of disappointment. Maximizing the geometric mean increases the chance of ending up 

with more wealth than other strategies but by no means guarantees it. There is always a small chance an 

investor will do poorly and violate his or her utility function. 

The main takeaway from this discussion is that there is a crucial difference between selecting the opportunity 

with the highest expected value for one period and reinvesting returns in opportunities over multiple periods. 

Mean/variance optimization is built for the former and geometric mean maximization works for the latter.  

The lesson from ergodicity economics is that the experience of many (ensemble) is often irrelevant for the 

experience of one (time average). You lead just one life and many of your results are path dependent, where 

past outcomes influence future outcomes. Buying insurance makes sense because avoiding a disastrous result 

is vital in a multiplicative process. 

The Kelly criterion is a formal way to select investments and to size them appropriately. We observe that few 

members of the fundamental equity investment community use Kelly. But its lessons are relevant, including 

always seek edge, make your best investments your biggest positions, and never bet too much. 

The Implications of Volatility Drag 

We noted that the difference between an arithmetic and geometric average is the volatility of returns. This is 

called volatility drag and can create a large gap between the two measures of average. 

There is no volatility drag when there is no volatility. For instance, zero coupon bonds, which do not pay interest 

but start at a deep discount and accrete value at a steady rate until maturity, are an example of an asset where 

the arithmetic and geometric average returns are the same. 

Volatility drag arises because of the compounding effect of gains and losses. Start with $100 and assume you 

are up 100 percent in year one (to $200) and down 50% in year 2 (to $100). The arithmetic average is 25 percent 

([1.00 + -0.50] ÷ 2 = 0.25) and the geometric average is zero ([√2 x 0.50] – 1 = 0). Geometric returns are key 

over time since it is capital accumulation that builds wealth.  

Here is a common rule of thumb: 

Arithmetic mean – 
Variance

2
 ≅ Geometric mean  

Variance is standard deviation squared. Standard deviation is a measure of dispersion around the average. We 

go back to the example of S&P 500 returns for the 20 years through 2024 to illustrate the calculation. The index’s 

arithmetic return was 11.9 percent and the standard deviation was 17.3 percent. The variance was therefore 3 

percent (0.1732), and half of the variance is 1.5 percentage points. These figures suggest a geometric mean of 

10.4 percent (0.119 – 0.015 = 0.104), which happens to be identical to the realized value.  

Exhibit 13 shows the stocks in the S&P 500 with the highest and lowest geometric returns from 2005 to 2024. 

Our sample includes only those stocks that traded the whole time. Take note of the difference between the 
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arithmetic and geometric average annual returns. Lennox International, a provider of climate control solutions, 

and Alphabet, a technology company that owns Google, had identical geometric returns (20.2 percent per year) 

but Lennox’s average annual arithmetic return, 23.5 percent, was quite a bit lower than Alphabet’s 27.5 percent.  

The other feature of this exhibit worth highlighting is the maximum drawdown, the largest decline from peak to 

trough based on intraday prices, that each stock had over the 20 years. The average drawdown for the best 

performing stocks was 69 percent, and a handful experienced drawdowns of more than 75 percent. Reaching 

the peak of total shareholder returns almost always requires going through a valley. 

Exhibit 13: Volatility Drag of Stocks with Highest and Lowest Returns in the S&P 500, 2005-24 

  TSR, Annual Average Standard Volatility Max 

Name Arithmetic Geometric Deviation Drag Drawdown 

S&P 500 11.9% 10.4% 17.3%   1.5% -55.3% 

Top 20           

1 NVIDIA 65.2% 39.2% 87.3% 26.0% -85.5% 

2 Netflix 56.5% 36.5% 86.0% 20.0% -82.7% 

3 Apple 41.8% 32.0% 52.3%   9.8% -61.5% 

4 Booking Holdings 40.7% 30.7% 59.6%   9.9% -68.7% 

5 Texas Pacific Land Corporation 36.0% 28.4% 45.3%   7.6% -74.3% 

6 Monster Beverage 38.9% 28.0% 74.8% 10.9% -70.0% 

7 Intuitive Surgical 42.4% 26.9% 73.7% 15.5% -76.4% 

8 Amazon.com 37.2% 25.8% 56.9% 11.4% -65.7% 

9 Salesforce 33.4% 24.4% 47.0%   8.9% -72.3% 

10 Deckers Outdoor 38.8% 24.3% 61.7% 14.5% -77.6% 

11 Regeneron Pharmaceuticals 31.4% 24.3% 50.6%   7.2% -58.9% 

12 Monolithic Power Systems 32.0% 24.0% 44.6%   8.0% -76.1% 

13 Tyler Technologies 28.6% 23.6% 36.0%   5.0% -49.6% 

14 Fair Isaac Corporation 27.5% 22.3% 36.1%   5.3% -79.9% 

15 Old Dominion Freight Line 25.8% 22.0% 31.2%   3.9% -53.9% 

16 O'Reilly Automotive 23.6% 21.9% 21.0%   1.7% -48.5% 

17 Domino's Pizza 29.6% 21.7% 41.0%   7.9% -92.7% 

18 Quanta Services 24.6% 20.3% 32.7%   4.4% -70.2% 

19 Lennox International 23.5% 20.2% 28.9%   3.4% -55.0% 

20 Alphabet 27.5% 20.2% 41.9%   7.3% -66.9% 

           Top 20 Average 35.3% 25.8% 50.4%   9.4% -69.3% 

Bottom 20           

1 American International Group   5.9% -11.4% 40.7% 17.3% -99.6% 

2 Citigroup   1.3%   -7.1% 37.2%   8.4% -98.3% 

3 Walgreens Boots Alliance   0.4%   -4.3% 30.0%   4.6% -91.7% 

4 Paramount Global Class B   4.4%   -2.5% 37.4%   6.9% -96.1% 

5 APA Corporation   4.5%   -2.5% 41.0%   6.9% -97.5% 

6 Carnival Corporation   5.6%   -2.1% 41.6%   7.7% -91.6% 

7 Viatris, Inc.   3.3%   -0.8% 31.4%   4.1% -89.0% 

8 KeyCorp   5.6%   -0.1% 33.9%   5.7% -89.0% 

9 PG&E Corporation   3.2%   -0.1% 23.9%   3.3% -95.0% 

10 MGM Resorts International 10.6%    0.0% 42.4% 10.5% -98.2% 

11 Newmont Corporation   4.6%    1.0% 29.4%   3.6% -78.7% 

12 Regions Financial Corporation   7.0%    1.1% 33.6%   6.0% -94.0% 

13 Mohawk Industries   6.2%    1.3% 30.0%   4.8% -84.3% 

14 Ford Motor Company 19.1%    1.4% 86.7% 17.7% -93.2% 

15 Devon Energy Corporation 10.5%    1.4% 53.7%   9.1% -96.3% 

16 Huntington Bancshares   6.5%    1.5% 33.1%   5.0% -96.1% 

17 AES Corporation   6.5%    1.6% 30.6%   4.9% -80.2% 

18 Bank of America Corp   9.4%    1.9% 39.2%   7.5% -95.4% 

19 Intel Corporation   8.3%    2.0% 35.8%   6.3% -73.3% 

20 Zimmer Biomet Holdings   4.5%    2.1% 23.1%   2.4% -67.5% 

          Bottom 20 Average   6.4%    -0.8% 37.7%   7.1% -90.2% 

Source: FactSet and Counterpoint Global. 

Note: Based on companies in the S&P 500 as of 12/31/2024 that traded for the entire period; TSR=total shareholder return. 
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One extreme example of volatility drag is the GraniteShares 3x Long MicroStrategy Daily ETP (exchange-traded 

product). This is a security that seeks to provide total return exposure equal to three times the daily performance 

of Strategy (formerly called MicroStrategy Inc.), a software company that is a large holder of the cryptocurrency 

Bitcoin.79 For example, if Strategy’s stock goes up 5 percent in a day, the security is designed to rise 15 percent 

(excluding slippage from tracking error, fees, and “eventual market disruption events”). 

In 2024, Strategy shares were up 358.5 percent and the GraniteShares 3x ETP, which trades on the London 

Stock Exchange, were down 47.6 percent. At a high level, the reason is that the leverage factor is reset every 

day. After days when the stock has gone up, the fund increases its exposure to maintain the three times leverage 

ratio. And when the stock goes down it reduces its exposure. This “buy-high” and “sell-low” feature creates the 

huge gap between the underlying asset and the fund.80 

GraniteShares is clear about these risks in its product material, including the point that holding for longer than 

one day will create a return gap between the fund and Strategy’s stock. But it does not seem natural that a fund 

aiming to offer returns three times those of the underlying stock can go down a lot over a period when the stock 

goes up a lot.  

Volatility drag and drawdowns are reasons it is psychologically difficult to deal with probabilistic systems. There 

are various challenges, including failing to accurately assess probabilities and payoffs, streaks of losses despite 

making positive expected value investments, and the practical and mental challenge of drawdowns. 

The Psychology of Dealing with Probabilities and Payoffs 

The psychology of surprise is the study of how we react when outcomes differ meaningfully from expectations. 

You can assume that investors who lament that an adverse outcome was a “20-sigma event” or a “perfect storm” 

misunderstand the underlying probabilities and payoffs. 

One vivid example is the stock market crash in 1987. Roger Lowenstein, a journalist, summarized some 

academic research on the crash: “Economists later figured that, on the basis of the market’s historical volatility, 

had the market been open every day since the creation of the Universe, the odds would still have been against 

its falling that much in a single day. In fact, had the life of the Universe been repeated one billion times, such a 

crash would still have been theoretically ‘unlikely’.”81 The goal is to have sufficient humility when dealing with 

unknown unknowns and to act accordingly. 

Loss aversion is the idea that we suffer losses more than we enjoy gains of comparable size. Exhibit 3 shows it 

visually. Daniel Kahneman, who won the Nobel Prize in Economics despite being a psychologist, suggested that 

“loss aversion is certainly the most significant contribution of psychology to behavioral economics.”82 

Academic research has found that the average loss aversion coefficient is about 2.0 and the median is 1.7.83 

That means the negative utility of losing $1 is twice the positive utility of gaining $1. But it is important to 

acknowledge that the loss aversion coefficient for a population is distributed rather than uniform.  

Loss aversion coefficients also vary by age and gender. Loss aversion tends to follow the shape of a “U,” high 

for young people aged 18-24, troughing in the age range of 35-44, and again rising for adults over 55 years old. 

Women also have a loss aversion coefficient that is consistently higher, although only modestly so, than that of 

men.84 
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The practical consequence is that two people facing the same economic proposition may consider it differently, 

and two people living through the same series of outcomes may react differently. The heterogeneity of loss 

aversion coefficients is consistent with varying utility functions. 

Another important consideration is that our individual loss aversion coefficient, no matter what it is at baseline, 

can change based on our recent financial experience. Specifically, we tend to suffer losses more after having 

realized losses.85 That shift in aversion can alter decision-making. 

To illustrate the point, scientists created an investment game that compared the results of normal participants, 

recruited from the local community, with participants who had brain damage.86 Importantly, those with brain 

damage had normal intelligence and the parts of their brains that dealt with logic and reasoning were intact. The 

damage made it so these participants did not have normal feelings of fear or anxiety. 

Each person was endowed with $20 at the start of the game. In each round the players had to decide whether 

or not to invest one dollar, and the game would last 20 rounds. If the player did not play, they would keep their 

dollar and move on to the next round. If they played, the experimenter flipped a fair coin and paid $2.50 for tails 

and nothing for heads. The scientists created an incentive to end up with as much money as possible by 

promising a gift certificate in the amount that the participant won. 

The game is analytically straightforward, with a certain value of $1 to not play and an expected value of $1.25 

to play (0.50 × $2.50 = $1.25). The ideal strategy is to play every round. 

The scientists tallied the results and found that the participants with brain damage ended up with 13 percent 

more money, on average, than those with normal brains ($25.70 versus $22.80). 

Overall, the patients with brain damage played in 45 percent more rounds than the normal players did, and they 

invested in rounds following a loss at a rate double that of the normal players.  

The pattern of play is telling. All of the participants played at a high rate in the first five rounds. This shows that 

everyone understood that the expected value was positive for each round. But as the game went on, normal 

people chose to play fewer rounds after having suffered losses. Loss aversion kicked in.  

The patients with brain damage, immune from fear and anxiety, played at a high rate throughout the experiment. 

Brain damage, while debilitating in day-to-day life, spared them the sense of loss aversion and allowed them to 

focus on expected value.    

Baba Shiv, a professor of marketing and one of the scientists running the study, observed that the normal 

participants “know the right thing to do is invest in every single round, but when they actually get into the game, 

they just start reacting to the outcomes of previous rounds.”87  

Stop a moment to consider the implication. Individuals are willing to pass over positive expected value 

propositions after having suffered losses. In periods following large losses in the stock market, such as March 

2009, the difficulty is not finding investment opportunities with attractive expected values but rather overcoming 

the aversion to losing more money. 

The certainty and magnitude of payoffs can vary for investment opportunities. How investment alternatives are 

presented can alter how people choose between them. Importantly, individuals often show preferences that 

disagree with expected utility theory. 
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For example, take a look at the two opportunities in exhibit 14 and select the choice from each that you prefer: 

Exhibit 14: The Allais Paradox  

Opportunity 1  Opportunity 2 

Choice Probability Payoff  Choice Probability Payoff 

A 100% $1,000,000  C 89% $0 

     11% $1,000,000 

or    or   

       

B 89% $1,000,000  D 90% $0 

 1% $0   10% $5,000,000 

 10% $5,000,000     

Source: Based on Maurice Allais and Ole Hagen, eds., Expected Utility Hypotheses and the Allais Paradox (Dordrecht, 

Holland: Springer Science + Business, 1979), 25-145. 

Maurice Allais, a physicist and economist who won the Nobel Prize in Economics, showed these opportunities 

to participants and found that they generally selected choice A from the first opportunity and D from the second 

one. Selecting A and C, or B and D, is consistent with theory. But picking A and D, certainty in the first case and 

higher expected value in the second, demonstrates inconsistent preferences and violates the axiom of 

independence.88 

Time also plays a significant role in the psychology of investing. Richard Thaler, a winner of the Nobel Prize in 

Economics, and Shlomo Benartzi are behavioral economists who introduced the concept of “myopic loss 

aversion.”89 They combine loss aversion with myopia, or nearsightedness, to explain why some short-term 

oriented investors may suffer more from loss aversion than long-term investors do.90  

Here is how it works. The stock market tends to go up over time because investors expect a positive return to 

compensate them for deferring consumption. But returns in the short term are negative some percentage of the 

time. For example, using past results as a guide, we estimate the probability of a positive gain to be about 55 

percent for 1 day, 59 percent for 1 week, 63 percent for 1 month, and 73 percent for 1 year. An investor who 

looks at her portfolio frequently is more likely to see losses, and suffer from loss aversion, than the investor who 

looks at her portfolio infrequently.  

The implication is that valuation depends in part on time horizon, as short-term investors will demand a higher 

risk premium to overcome their loss aversion than will long-term investors. A slew of follow-up research suggests 

that myopic loss aversion is relevant for individual and institutional investors.91   

Psychology also enters into an assessment of investment process. Results in the investment industry, similar to 

any field with payoffs and probabilities, has a large dose of luck in the short term. That means that someone can 

make good decisions and have bad outcomes.  

Difficult periods of returns, which are inevitable as part of the process of building a successful long-term 

investment record, cast doubt on the ability of an investment process to identify opportunities with attractive 

expected value. This creates a psychological challenge of determining whether disappointing results are the 

consequence of a good process with normal variance, which is acceptable, or a bad process, which is not.  

Finally, we return to the challenging effect of large drawdowns. Hendrik Bessembinder, a professor of finance, 

identified the stocks of companies that created the most wealth in the last century, including Apple, Microsoft, 
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and Amazon. Bessembinder examined the characteristics of the greatest wealth creators and noted that all of 

them suffered from large drawdowns along the path to success.92  

For example, Amazon’s stock had a compound annual growth rate of 33.5 percent from the price of its initial 

public offering to the end of 2024 and created more than $2 trillion in wealth net of Treasury bill returns. But from 

December 9, 1999 to October 1, 2001, the stock suffered a drawdown of 95 percent based on intraday prices.  

Large drawdowns create three challenges. The first is that it is hard for an institutional investor to hold a stock 

through a large drawdown due to concerns of being wrong and skeptical queries from clients. Second, as exhibit 

13 reveals, some stocks have large drawdowns and do not recover. Finally, drawdowns in institutionally-

managed portfolios commonly lead to investor outflows, forcing a portfolio manager to sell positions when they 

are down. This is important because academic research shows that institutional investors select stocks 

effectively when based on valuation but that decisions induced by investor flows tend to be deleterious to fund 

results.93  

Psychology is important because it helps explain what we expect to see, how we react to losses, and how our 

preferences can change based on our recent experience. We now turn to the probability and payoff 

characteristics of various asset classes.  

Investing in Various Asset Classes 

There are multiple asset classes within equities, including public equities, buyouts, and venture capital. Each 

has its own profile of probabilities and payoffs, which you can think of as the raw material for constructing a fund. 

The differences are relevant for the portfolio managers and investors in each asset class. 

Richard Grinold, a former Global Director of Research at Barclays Global Investors, developed what he called 

the “fundamental law of active management:”94 

Information ratio = Information coefficient × √Breadth 

The equation says that excess return (information ratio) equals skill (information coefficient) times the opportunity 

set (square root of breadth). More formally, the information coefficient is the correlation between forecasts and 

outcomes, and breadth is the number of independent opportunities for excess returns in a specified period.  

Ronald van Loon, a portfolio manager at BlackRock, further breaks down information coefficient into batting 

average, which is “the number of winning decisions as a proportion of total decisions,” and slugging ratio, “the 

average return of the wins over the negative of the average return of the losses.” He also worked out a way to 

deal with distributions of asset returns with fat tails.95 

Skill shows up in the batting average and slugging ratio. Portfolio construction, how investments are weighted 

in the portfolio, is also relevant. The pattern of returns for the underlying assets plays a substantial role in how 

a manager reveals his or her skill. 

The best way to think about opportunity set, or breadth, is dispersion.96 The intuition is straightforward. We can 

use stocks as an example. If the expected returns for all relevant stocks are very similar it is hard for an 

investment manager to distinguish him or herself. If the expected returns are highly dispersed, a skillful manager 

produces excess returns by selecting the ones that go up and avoiding the ones that go down. 
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Breadth can also incorporate the concept of access. This is especially true in private markets. For example, the 

entrepreneur behind a promising startup may seek funding from venture capital but might consider only a small 

amount of capital from a few investors. Venture capitalists who have access to the best deals have a large 

advantage relative to those who do not. 

Understanding the dispersion of the returns of the available investment opportunities is crucial. Think of it this 

way: the dispersion of the fund returns in each asset class will mirror the dispersion of the investment returns. 

Examining how the pool of potential investments performs gives a sense of the characteristics of the asset class. 

We now look at the actual distribution of returns that comprise the opportunity set for public equities, buyouts, 

and venture capital. To provide some grounding, we estimate that the assets under management (AUM) for 

active and index funds that manage U.S. public equities are at least $40 trillion at the end of 2024. The AUM 

was $2.7 trillion for the buyout industry and $1.3 trillion for the venture capital industry in the U.S. in mid-2024, 

according to PitchBook, a financial data company that tracks private markets.97  

Mutual funds generally own 50-100 stocks and there are about 4,000 public companies in the U.S. Buyout funds 

normally hold between 10-20 companies and control around 12,000 companies in total. Venture capital funds 

commonly make 10-50 investments per fund, with funds that invest in later stages on the low side and those 

that invest in earlier stages on the high side, and own more than 58,000 companies in aggregate.98 There are 

roughly 5.5 million companies in the U.S.99   

Exhibit 15 shows about 34,000 observations of 5-year returns, measured as multiples of invested capital at the 

beginning of the period, for stocks in the Russell 1000. We collected 35 increments of 5-year returns from year-

end 1985 through year-end 2024. We selected five years because that is similar to the historical average holding 

period for a company in a private equity portfolio, with VC slightly longer and buyouts slightly shorter than 5 

years on average. Note that 25 percent lose money, the modal outcome is a gain of between 1 and 1.5 times, 

and there are few extreme values.   

Exhibit 15: Distribution of Returns for Public Equities 

 

Source: FactSet and Counterpoint Global. 

Note: Based on companies in the Russell 1000. 
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If you extend the time horizon, the cumulative impact of compounding leads to even more skewed results. For 

example, Bessembinder shows that about 60 percent of the stocks around the world have earned returns below 

those of Treasury bills and roughly 2 percent of stocks have created about 90 percent of the aggregate wealth.100  

Bessembinder collaborates with other researchers to show that long-term returns for mutual funds follow a 

similar pattern.101 Both findings are consistent with the idea that the returns for stocks are non-ergodic.  

Exhibit 16 shows more than 15,000 observations of returns, measured as multiples of initial invested capital, for 

global buyout deals. Most of the returns are from transactions done from the mid-1990s to 2018. Twenty-seven 

percent lose money, the modal outcome is a loss of 50 to 100 percent of invested capital, and the tails are fatter 

than those for public equities. 

Academics developed a measure called “public market equivalent” (PME) to make a direct comparison between 

returns in private versus public markets. PME is generally reflected as a ratio between private equity and public 

market returns, with a ratio above 1.0 suggesting relative outperformance.102 

Studies show that buyout funds have generally had PMEs in excess of 1.0, although this finding is not without 

challenge.103 This result shows that an asset class with a lower batting average can have a higher return than 

one with a higher batting average because of the pattern of payoffs. Venture capital is a more extreme example. 

Exhibit 16: Distribution of Returns for Buyout Deals 

 

Source: Based on Gregory Brown, Robert S. Harris, Wendy Hu, Tim Jenkinson, Steven N. Kaplan, and David Robinson, 

“Private Equity Portfolio Companies: A First Look at Burgiss Holdings Data,” SSRN Working Paper, March 3, 2020. 
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Exhibit 17 shows in excess 31,000 observations of returns, measured as multiples of invested capital at the 

beginning of the period, for global venture capital deals. These results are also from the mid-1990s to 2018. 

Sixty-two percent lose money and more than one-half of all deals lost 50 to 100 percent of invested capital. The 

offset is that the tails are much fatter than those for public equities or buyouts.   

Exhibit 17: Distribution of Returns for Venture Capital Deals 

 

Source: Based on Gregory Brown, Robert S. Harris, Wendy Hu, Tim Jenkinson, Steven N. Kaplan, and David Robinson, 

“Private Equity Portfolio Companies: A First Look at Burgiss Holdings Data,” SSRN Working Paper, March 3, 2020. 
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Exhibit 18: Batting Average and Slugging Ratio for Various Equity Asset Classes 

 
Source: FactSet and Counterpoint Global. 

Exhibit 19 shows how the dispersion of the opportunity set translates into the dispersion of fund performance by 

asset class.105 As the underlying return data would suggest, venture capital funds have the highest dispersion, 

followed by buyout funds. The dispersion for mutual funds that invest in large capitalization stocks is much lower.  

Exhibit 19: Dispersion of Returns for Active Managers in Various Asset Classes 

 

Source: Morningstar Direct, PitchBook, and Counterpoint Global. 

Note: Venture capital and buyout: net internal rates of return since inception for vintage years 1980-2018; hedge funds and 

mutual funds: trailing 5-year annualized returns net of expenses with income reinvested through 12/31/2019. 
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Here again access is relevant. The returns for the top venture and buyout funds have been very attractive, 

whereas the performance of the bottom funds has been much worse than that of public equities. Investors who 

were able to gain access to the funds in the top quintile had a markedly different experience than those exposed 

to the bottom quintile.   

Benchmarks are also important. Public equity investors can invest in an index fund at a low cost whereas 

comparable benchmarks are not readily available in private markets (hence the development of PME as a 

measure of comparison). Investors in bonds, an asset class with less volatility than that of equities historically, 

also run into a benchmark problem.106  

An appreciation of the probabilities and payoffs, as well as the opportunity set, across various asset classes can 

be useful to an investor seeking to generate excess returns. The nature of the probabilities and payoffs for the 

underlying investments also means that what constitutes skill, in terms of batting average and slugging ratio, 

differs by asset class. Again, it is not how often you are right that matters, it is how much you make when you 

are right versus how much you lose when you are wrong.   

Conclusion  

The prime task of an investor seeking to generate excess returns is to find opportunities where there are gaps 

between price and value. This is commonly called variant perception, or edge. Price is relatively straightforward 

but assessing value can be a challenge. The common approach is to consider expected value, which is the sum 

of the products of various payoffs and their associated probabilities. The task then becomes coming up with 

payoffs and probabilities in a thoughtful manner. 

The Babe Ruth effect highlights that it is not only how often you are right that matters (probability) but how much 

you make when you are right versus how much you lose when you are wrong (payoffs). Venture capital, as an 

asset class, loses more frequently than it wins. But the gains are so large they offset the losses in the aggregate.  

Expected values can be characterized in different ways. With risk, no one knows which outcome will occur but 

all the possible outcomes can be identified in advance. With uncertainty, both the outcomes and the range of 

possible outcomes are unknown. And then there is the domain of “unknown, unknowns,” where ignorance 

prevents an assessment of what might happen.     

Determining payoffs comes with a number of challenges, including identifying the shape of the distribution, 

reflecting potential non-linearities, recognizing the relationship between control and reversibility, assessing 

asymmetries, and acknowledging that exogenous and endogenous risks affect payoffs. 

There are recognized approaches to setting probabilities, including frequentist, propensity, and subjective belief. 

Most forecasts in investing are based on subjective beliefs, which follow the laws of probability but require 

updating with new information. Probabilities also come with varying degrees of confidence—sometimes a belief 

can be held but with low confidence. Using probabilities instead of words is essential for clarity of communication 

and as a basis for feedback and learning.   

Best practices in setting payoffs and probabilities include using base rates, applying sensitivity analysis and 

simulation, and, above all, always insisting on a margin of safety. The margin of safety reflects the size of the 

gap between price and value and allows for incorrect analysis and bad luck.  

Assessing expected value through payoffs and probabilities is very useful, and in decisions beyond one period 

it is optimal to find the highest expected value for an assumed risk appetite. But the situation changes when the 

process shifts from arithmetic to multiplicative.  
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In systems that are ergodic, where the ensemble and time averages are the same, it almost always makes the 

most sense to pursue the approach with the highest arithmetic mean. In systems that are non-ergodic, where 

the ensemble and time averages are different, the best approach is usually to find the opportunity with the 

highest geometric mean.  

This is important because markets are largely non-ergodic. The experience of the group is not relevant to an 

individual who goes through life but once. As a consequence, understanding and integrating an appreciation of 

the geometric mean of an investment opportunity is central to building wealth in the long term.     

The Kelly criterion is an investment guideline based on geometric mean maximization. The Kelly criterion offers 

two useful lessons even for those who do not use the principle in practice. The first is that every investment 

opportunity should include edge. The second is that it is possible to bet too much. Sometimes increasing the 

size of an attractive opportunity leads to a lower, not higher, expected return. 

Volatility creates the difference between an asset’s arithmetic and geometric returns. This is called volatility drag. 

Many of the best investments over time are volatile and have large drawdowns. 

There are psychological challenges in dealing with probabilistic realms. One example is loss aversion, the idea 

that we suffer roughly twice as much from losses as we enjoy gains of comparable size. While the coefficient of 

loss aversion is around two on average, there is a great deal of variation by individual. Perhaps more importantly, 

our loss aversion coefficients tend to go up after we have suffered losses. This means that people may react 

differently to a financial opportunity based on the circumstances. 

Time horizon is also very important. Markets tend to go up in the long term, but losses are common in the short 

term. Investors who evaluate their portfolios frequently are more likely to see losses and hence suffer from loss 

aversion. This means that the appetite for risk depends to some degree on the investor’s time horizon. 

Excess returns are a function of skill and opportunity set. Skill can be assessed through batting average, how 

often you make money, and slugging ratio, how much you make when you are right versus how much you lose 

when you are wrong. Dispersion is a useful way to look at investment opportunities.  

The opportunity sets of public equities, buyouts, and venture capital vary substantially. For example, based on 

the figures we used, 25 percent of public equity investments lost money over 5 years compared to 62 percent 

of venture capital investments. Offsetting that average is the fact that venture had more very high return 

investments than did public markets. 

One consequence of the variation in opportunity sets is the dispersion of returns for managers in each asset 

class. Dispersion is the highest in venture capital, followed by buyouts, and then public equities. As a result, 

access is important. Owning venture capital funds in the top quartile of performance has provided handsome 

excess returns whereas owning those in the bottom quartile has been a challenge. 

Investing is an inherently probabilistic endeavor. The ideas surrounding payoffs and probabilities can help the 

intelligent investor build a portfolio positioned to generate excess returns. 

 

Please see Important Disclosures on pages 47-49  
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Appendix: Measuring Probabilistic Forecasts with a Brier Score   

The Brier score is a common method used to measure the accuracy of probabilistic forecasts. The score was 

created by Glenn Brier, a meteorologist, in the 1950s.107 A basic version of the Brier score measures the square 

of the forecast error. For binary events, the value is 1 if the event occurs and 0 if it does not. A lower score is 

better.  

Brier’s original approach had a scale of 0 to 2 (other versions have a scale from 0 to 1). In this basic case the 

calculation considers the squared forecast error for both the event and the non-event.  

Exhibit 20 is an example based on a meteorologist’s forecast for rain over four days. Take Day 2 as an illustration 

of the calculation. Our meteorologist forecasted a 90 percent chance of rain and, by definition, a 10 percent 

probability it would not rain. It did rain, so mark a “1” in the outcome column below “Rain” and a “0” under “No 

Rain.” Our meteorologist’s Brier score for that day was 0.02. ([0.9 – 1]2 + [0.1 – 0]2 = 0.01 + 0.01 = 0.02). An 

overall Brier score is the average over multiple forecasts. The meteorologist’s Brier score over these 4 days is 

0.15.  

Exhibit 20: Calculation of a Brier Score 

  Rain No Rain Brier Score 

Day Forecast Outcome Forecast Outcome Calculation Result 

1 30% 0 70% 1 (0.30-0)2 + (0.70-1)2 0.18 

2 90% 1 10% 0 (0.90-1)2 + (0.10-0)2 0.02 

3 45% 0 55% 1 (0.45-0)2 + (0.55-1)2 0.41 

4 100% 1 0% 0 (1.0-1)2 + (0.0-0)2 0.00 

          Average 0.15 

Source: Counterpoint Global. 

One nice feature of the scale from 0 to 2 is that random guesses have a Brier score of 0.50. Top forecasters of 

political, economic, and social outcomes have Brier scores of around 0.20-0.25. The key is to communicate 

using terms that a Brier score can measure. As Phil Tetlock and Dan Gardner write in their book, 

Superforecasting, “Forecast, measure, and revise: it is the surest path to seeing better.”108   
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IMPORTANT INFORMATION 

The views and opinions and/or analysis expressed are those of the author as of the date of preparation of this 
material and are subject to change at any time due to market or economic conditions and may not necessarily 
come to pass. Furthermore, the views will not be updated or otherwise revised to reflect information that 
subsequently becomes available or circumstances existing, or changes occurring, after the date of publication. 
The views expressed do not reflect the opinions of all investment personnel at Morgan Stanley Investment 
Management (MSIM) and its subsidiaries and affiliates (collectively “the Firm”), and may not be reflected in all 
the strategies and products that the Firm offers.  
 

Forecasts and/or estimates provided herein are subject to change and may not actually come to pass. 
Information regarding expected market returns and market outlooks is based on the research, analysis and 
opinions of the authors or the investment team. These conclusions are speculative in nature, may not come to 
pass and are not intended to predict the future performance of any specific strategy or product the Firm offers. 
Future results may differ significantly depending on factors such as changes in securities or financial markets or 
general economic conditions. 
 

Past performance is no guarantee of future results. This material has been prepared on the basis of publicly 
available information, internally developed data and other third-party sources believed to be reliable. However, 
no assurances are provided regarding the reliability of such information and the Firm has not sought to 
independently verify information taken from public and third-party sources. The views expressed in the books 
and articles referenced in this whitepaper are not necessarily endorsed by the Firm. 
 

This material is a general communications which is not impartial and has been prepared solely for 
information and educational purposes and does not constitute an offer or a recommendation to buy or 
sell any particular security or to adopt any specific investment strategy or product. The material contained 
herein has not been based on a consideration of any individual client circumstances and is not investment 
advice, nor should it be construed in any way as tax, accounting, legal or regulatory advice. To that end, investors 
should seek independent legal and financial advice, including advice as to tax consequences, before making 
any investment decision. 
 

Charts and graphs provided herein are for illustrative purposes only. Any securities referenced herein are solely 
for illustrative purposes only and should not be construed as a recommendation for investment. 
 

The S&P 500® Index measures the performance of the large cap segment of the U.S. equities market, covering 
approximately 80% of the U.S. equities market. The Index includes 500 leading companies in leading industries 
of the U.S. economy. The Russell 1000® Index measures the performance of the 1,000 largest companies in 
the Russell 3000® Index. The Russell 3000 Index measures the performance of the largest 3,000 U.S. 
companies representing approximately 98% of the investable U.S. equity market. The Russell 3000 Index is 
constructed to provide a comprehensive, unbiased, and stable barometer of the broad market and is completely 
reconstituted annually to ensure new and growing equities are reflected. The indexes are unmanaged and do 
not include any expenses, fees or sales charges. It is not possible to invest directly in an index. The indexes 
referred to herein are the intellectual property (including registered trademarks) of the applicable licensors. Any 
product based on an index is in no way sponsored, endorsed, sold or promoted by the applicable licensor and 
it shall not have any liability with respect thereto. 
 

This material is not a product of Morgan Stanley’s Research Department and should not be regarded as a 
research material or a recommendation.  
 

The Firm has not authorised financial intermediaries to use and to distribute this material, unless such use and 
distribution is made in accordance with applicable law and regulation. Additionally, financial intermediaries are 
required to satisfy themselves that the information in this material is appropriate for any person to whom they 
provide this material in view of that person’s circumstances and purpose. The Firm shall not be liable for, and 
accepts no liability for, the use or misuse of this material by any such financial intermediary.  
 

The whole or any part of this work may not be directly or indirectly reproduced, copied, modified, used to create 
a derivative work, performed, displayed, published, posted, licensed, framed, distributed or transmitted or any 
of its contents disclosed to third parties without MSIM’s express written consent. This work may not be linked to 



   
 

 

© 2025 Morgan Stanley. All rights reserved. 4236776 Exp. 2/28/2026 48 
 

unless such hyperlink is for personal and non-commercial use. All information contained herein is proprietary 
and is protected under copyright and other applicable law. 
Eaton Vance is part of Morgan Stanley Investment Management. Morgan Stanley Investment Management is 
the asset management division of Morgan Stanley. 
 

This material may be translated into other languages. Where such a translation is made this English version 
remains definitive. If there are any discrepancies between the English version and any version of this material 
in another language, the English version shall prevail. 
 
DISTRIBUTION 
 

This communication is only intended for and will only be distributed to persons resident in jurisdictions 
where such distribution or availability would not be contrary to local laws or regulations. 
 

MSIM, the asset management division of Morgan Stanley (NYSE: MS), and its affiliates have 
arrangements in place to market each other’s products and services.  Each MSIM affiliate is regulated 
as appropriate in the jurisdiction it operates. MSIM’s affiliates are: Eaton Vance Management 
(International) Limited, Eaton Vance Advisers International Ltd, Calvert Research and Management, 
Eaton Vance Management, Parametric Portfolio Associates LLC, and Atlanta Capital Management LLC. 
 

This material has been issued by any one or more of the following entities: 
 

EMEA 
This material is for Professional Clients/Accredited Investors only. 
In the EU, MSIM and Eaton Vance materials are issued by MSIM Fund Management (Ireland) Limited (“FMIL”). 
FMIL is regulated by the Central Bank of Ireland and is incorporated in Ireland as a private company limited by 
shares with company registration number 616661 and has its registered address at 24-26 City Quay, Dublin 2, 
DO2 NY19, Ireland. 
 

Outside the EU, MSIM materials are issued by Morgan Stanley Investment Management Limited (MSIM Ltd) is 
authorised and regulated by the Financial Conduct Authority. Registered in England. Registered No. 1981121. 
Registered Office: 25 Cabot Square, Canary Wharf, London E14 4QA. 
 

In Switzerland, MSIM materials are issued by Morgan Stanley & Co. International plc, London (Zurich Branch) 
Authorised and regulated by the Eidgenössische Finanzmarktaufsicht ("FINMA"). Registered Office: 
Beethovenstrasse 33, 8002 Zurich, Switzerland. 
 

Outside the US and EU, Eaton Vance materials are issued by Eaton Vance Management (International) Limited 
(“EVMI”) 125 Old Broad Street, London, EC2N 1AR, UK, which is authorised and regulated in the United 
Kingdom by the Financial Conduct Authority. 
 

Italy: MSIM FMIL (Milan Branch), (Sede Secondaria di Milano) Palazzo Serbelloni Corso Venezia, 16 20121 
Milano, Italy. The Netherlands: MSIM FMIL (Amsterdam Branch), Rembrandt Tower, 11th Floor Amstelplein 1 
1096HA, Netherlands. France: MSIM FMIL (Paris Branch), 61 rue de Monceau 75008 Paris, France. Spain: 
MSIM FMIL (Madrid Branch), Calle Serrano 55, 28006, Madrid, Spain. Germany: MSIM FMIL Frankfurt Branch, 
Große Gallusstraße 18, 60312 Frankfurt am Main, Germany (Gattung: Zweigniederlassung (FDI) gem. § 53b 
KWG). Denmark: MSIM FMIL (Copenhagen Branch), Gorrissen Federspiel, Axel Towers, Axeltorv2, 1609 
Copenhagen V, Denmark. 
 

MIDDLE EAST 
Dubai: MSIM Ltd (Representative Office, Unit Precinct 3-7th Floor-Unit 701 and 702, Level 7, Gate Precinct 
Building 3, Dubai International Financial Centre, Dubai, 506501, United Arab Emirates. Telephone: +97 (0)14 
709 7158).  
 

This document is distributed in the Dubai International Financial Centre by Morgan Stanley Investment 
Management Limited (Representative Office), an entity regulated by the Dubai Financial Services Authority 
(“DFSA”). It is intended for use by professional clients and market counterparties only. This document is not 
intended for distribution to retail clients, and retail clients should not act upon the information contained in this 
document.  
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U.S. 
NOT FDIC INSURED | OFFER NO BANK GUARANTEE | MAY LOSE VALUE | NOT INSURED BY ANY 
FEDERAL GOVERNMENT AGENCY | NOT A DEPOSIT 
 
ASIA PACIFIC 
Hong Kong: This material is disseminated by Morgan Stanley Asia Limited for use in Hong Kong and shall only 
be made available to “professional investors” as defined under the Securities and Futures Ordinance of Hong 
Kong (Cap 571). The contents of this material have not been reviewed nor approved by any regulatory authority 
including the Securities and Futures Commission in Hong Kong. Accordingly, save where an exemption is 
available under the relevant law, this material shall not be issued, circulated, distributed, directed at, or made 
available to, the public in Hong Kong. Singapore: This material is disseminated by Morgan Stanley Investment 
Management Company and should not be considered to be the subject of an invitation for subscription or 
purchase, whether directly or indirectly, to the public or any member of the public in Singapore other than (i) to 
an institutional investor under section 304 of the Securities and Futures Act, Chapter 289 of Singapore (“SFA”); 
(ii) to a “relevant person” (which includes an accredited investor) pursuant to section 305 of the SFA, and such 
distribution is in accordance with the conditions specified in section 305 of the SFA; or (iii) otherwise pursuant 
to, and in accordance with the conditions of, any other applicable provision of the SFA. This publication has not 
been reviewed by the Monetary Authority of Singapore.   Australia: This material is provided by Morgan Stanley 
Investment Management (Australia) Pty Ltd ABN 22122040037, AFSL No. 314182 and its affiliates and does 
not constitute an offer of interests. Morgan Stanley Investment Management (Australia) Pty Limited arranges for 
MSIM affiliates to provide financial services to Australian wholesale clients. Interests will only be offered in 
circumstances under which no disclosure is required under the Corporations Act 2001 (Cth) (the “Corporations 
Act”). Any offer of interests will not purport to be an offer of interests in circumstances under which disclosure is 
required under the Corporations Act and will only be made to persons who qualify as a “wholesale client” (as 
defined in the Corporations Act). This material will not be lodged with the Australian Securities and Investments 
Commission.  
 

Japan 
This material may not be circulated or distributed, whether directly or indirectly, to persons in Japan other than 
to (i) a professional investor as defined in Article 2 of the Financial Instruments and Exchange Act (“FIEA”) or 
(ii) otherwise pursuant to, and in accordance with the conditions of, any other allocable provision of the FIEA. 
This material is disseminated in Japan by Morgan Stanley Investment Management (Japan) Co., Ltd., 
Registered No. 410 (Director of Kanto Local Finance Bureau (Financial Instruments Firms)), Membership: the 
Japan Securities Dealers Association, The Investment Trusts Association, Japan, the Japan Investment 
Advisers Association and the Type II Financial Instruments Firms Association. 


